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Confiden'al 4

Automatic and intelligent observability Broadest multicloud and technology support

Traces Metrics Logs
+

Topology Behaviour Code Metadata Network
+

keptnAPI OpenTelemetry Supported technologies

600+

Software Intelligence Platform

Dynatrace HubInfrastructure 
Monitoring

Applications & 
Microservices

Application Security Cloud AutomationBusiness AnalyticsDigital Experience

API
programmability

Custom
solutions

Ecosystem
integrations

Closed-loop 
remediation

Quality gate, service 
level and delivery

DevOps, SRE
lifecycle

Real-time business 
insights

Impact and
conversion

BizDevOps
integration and 

automation

Visual session
replay

Mobile, web browser
and API

Feature adoption 
analysis

Hybrid cloud 
distributed tracing

Automatic code-level 
root-cause and 

profiling

Front- & back-end 
availability and 

performance

Automatic enterprise-
grade observability

Log and event 
management

Hybrid cloud and 
Kubernetes analytics

Tanzu Hybrid cloudKubernetes OpenShift AWS Azure GCP Enterprise

Risk-based 
remediation

Vulnerability runtime 
analytics

Attack blocking and 
protection

PurePath®OneAgent® Smartscape® Grail™ Davis® AI 

Cloud done right.



OneAgent
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• Inject applications without manual configuration
• Automatically attach necessary metadata/binaries
• LD_PRELOAD environment variable

• binaries via mount points

• Needs to be present before process startup!

Concept
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Deploy OneAgent

• Put container in pod
• Schedule pod on every node via 

daemonset
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• Unmanaged manifest

Problems

• Manual updates

⚡
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Helm

• simple deployment

• single rollout
• basic validation

• can be used for operator deployment!

How to best deploy it on k8s?

Operator

• lifecycle management

• fine-grained validation
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Operator
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Concept

• Configure via Custom Resource
• Reconcile resources
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Operator deployment
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• Container runtime injection
• hidden from Cluster Operators

• Race Condition
• container needs to be ready on node to inject pods

• No Multi-tenancy
• single Oneagent per node

Problems
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Webhook
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• Event-based
• Different types
• Validating

• Mutating

• Conversion

Concept
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Validation webhook

• Validate configuration
• Early feedback

• Clear error message
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Validation webhook
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Mutate pods

• intercept create/update/… events
• mutate/error pod
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Mutate pods
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Mutate pods
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Configuration

• cluster-wide by default
• exceptions apply

• namespace selector
• manually label every namespace?
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• namespace selector
• webhook matches no namespace by default

• namespace label managed by Operator according to config

Configuration
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Fun with other webhooks

• alphabetical order
• unknown by webhooks

• reinvocation policy
• reinvoced if pod is modified by 

other webhook

• annotations to optimise reinvoced 
requests
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• Webhook
• topology spread constraints

• failure policy & timeout

• Init container
• custom failure policy

Resilience
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App AppApp App

Server• Download per pod
• Increased storage & network traffic

• Increased startup time

Problems
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CSI Driver

26



Concept

• Container Storage Interface
• CSI object to register
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Concept

• CSI sidecars
• registrar

• liveness probe
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csi driver

node filesystem

registrar

livenessprobe

provisioner

server

csi.oneagent.dynatrace.com



Binaries cached on node

• Watch Custom Resources
• Download required agent versions
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Binaries cached on node

App CSI DriverApp App

Server

CSI Driver App
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Custom mount logic

• Volume handled by CSI driver
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Custom mount logic

• Mount correct agent version
• binaries linked via overlayFS

• configuration adapted per pod
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• Split containers
• independantly failing containers

• server can always handle mount requests

• Custom timeout
• count failed mount attempts

• mount empty volume

Resilience
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• requires privileged container
• Security Context Constraints in Openshift
• Openshift <4.13 does not allow CSI volumes by default

• Need to garbage collect old agents on node filesystem

Problems

🔓
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CSI DriverWebhookOperator CSI DriverWebhook CSI Driver

Overview
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Thanks!
Scaling Observability


